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Making decisions…



Three	
  principles	
  (German	
  draft	
  code)

•Cars	
  must	
  opt	
  for	
  property	
  damage	
  over	
  personal	
  injury

•A	
  car	
  never	
  distinguishes	
  between	
  humans	
  based	
  on	
  
categories	
  such	
  as	
  age	
  or	
  race

• If	
  a	
  human	
  removes	
  his	
  or	
  her	
  hands	
  from	
  the	
  steering	
  
wheel	
  -­‐ to	
  check	
  email,	
  say	
  -­‐ the	
  car's	
  manufacturer	
  is	
  
liable	
  if	
  there	
  is	
  a	
  collision



The	
  real	
  answer	
  is	
  “mu”:	
  un-­‐ask	
  the	
  question



Erase	
  and	
  rewind:	
  six	
  clues

1. How	
  did	
  the	
  car	
  end	
  up	
  there?

2. What	
  did	
  the	
  car	
  know?

3. What	
  do	
  we	
  know	
  about	
  how	
  the	
  car	
  decided?

4. Did	
  we	
  expect	
  the	
  car	
  to	
  behave	
  like	
  us,	
  or	
  better?

5. Who	
  is	
  liable?



Problem	
  1

How	
  did	
  the	
  car	
  end	
  up	
  there?



A	
  policy	
  choice,	
  not	
  an	
  inevitable	
  fact

• Carless cities,	
  or	
  driverless	
  cars?

• Several	
  alternatives	
  to	
  cars	
  in	
  city	
  centers	
  (carpods,	
  light	
  trains,	
  etc.)

• Several	
  cities	
  taking	
  action	
  to	
  remove	
  cars	
  from	
  city	
  centers

• Will	
  dedicated	
  infrastructure	
  for	
  automated	
  cars	
  and	
  
pedestrians	
  avoid	
  the	
  dilemma?

• High	
  speed	
  lanes	
  first,	
  then	
  all	
  highways

• Pedestrian	
  passages,	
  bridges	
  etc.







We	
  cannot	
  think	
  statically	
  and	
  one-­‐
dimensionally	
  about	
  technological	
  evolution

We	
  can	
  make	
  choices	
  when	
  it	
  comes	
  to	
  
human-­‐machine	
  interaction



Problem	
  2

What	
  did	
  the	
  car	
  know?



A	
  battle	
  over	
  the	
  data	
  architecture

• Vehicle-­‐to-­‐vehicle	
  (V2V)	
  v.	
  5G-­‐enabled	
  Vehicle-­‐to-­‐
Environment	
  (V2E),	
  v.	
  Offline

• Most	
  likely,	
  it	
  will	
  be	
  a	
  combination	
  of	
  wireless,	
  fixed-­‐line,	
  satellite,	
  sensor-­‐
generated	
  information:	
  but	
  some	
  companies	
  keep	
  cars	
  offline	
  for	
  security

• Cars	
  on	
  blockchain?	
  (Toyota,	
  Porsche,	
  Daimler)

• What	
  did	
  the	
  car	
  know	
  about	
  the	
  individuals	
  involved?	
  

• What	
  did	
  it	
  know	
  about	
  the	
  expected	
  behavior	
  of	
  other	
  cars?





Problem	
  3

What	
  do	
  we	
  know	
  about	
  how	
  the	
  car	
  
decided?



On	
  transparency	
  of	
  algorithms	
  and	
  data	
  

• Should	
  users	
  and	
  car	
  owners	
  (if	
  any)	
  have	
  the	
  right	
  to	
  understand	
  
how	
  the	
  algorithm	
  takes	
  decisions?

• In	
  case	
  a	
  specific	
  set	
  of	
  principles	
  is	
  agreed	
  upon,	
  should	
  public	
  
authorities	
  be	
  able	
  to	
  check	
  compliance	
  by	
  inspecting	
  
algorithms?

• Should	
  insurance	
  companies	
  be	
  enabled	
  to	
  audit	
  and	
  inspect	
  
algorithms	
  to	
  set	
  their	
  premiums?

• Will	
  there	
  be	
  (blockchain-­‐enabled)	
  black	
  boxes	
  that	
  allow	
  us	
  to	
  
understand	
  what	
  happened	
  in	
  more	
  detail?



Source:	
  World	
  Wide	
  Web	
  Foundation	
  (2017)



Demonizing	
  algorithms?



What	
  algorithm?

•An	
  enigma
• Adaptive,	
  self-­‐learning	
  algorithms	
  are	
  seen	
  as	
  very	
  advanced,	
  but	
  
also	
  not	
  very	
  transparent	
  and	
  unpredictable

• Clustering	
  and	
  pattern	
  recognition	
  are	
  less	
  efficient	
  as	
  they	
  are	
  
too	
  data-­‐hungry,	
  and	
  hardly	
  recognize	
  moving	
  images

• Replicating	
  human	
  behaviour?



Source:	
  Mittelstadt et	
  al	
  (2016)

Actionable	
  insights?

Transparency

Garbage	
  in,	
  garbage	
  out

Discriminatory	
  actions

Profiling	
  and	
  
reorganising reality

Responsibility



Source:	
  FATML



Problem	
  4

Should	
  algorithms	
  behave	
  like	
  us,	
  or	
  
better?



An	
  emerging	
  trade-­‐off

• Our	
  society	
  is	
  already	
  biased	
  and	
  far	
  from	
  equal

• Possibilities:	
  CBA	
  v	
  lexicographic	
  ordering?

• Emerging	
  efficiency/privacy	
  trade-­‐off
• Algorithms	
  cannot	
  be	
  neutral

• The	
  more	
  they	
  discriminate,	
  the	
  more	
  they	
  are	
  efficient

• Would	
  people	
  trade	
  off	
  privacy	
  in	
  exchange	
  for	
  accuracy?





Knowing	
  what	
  we	
  like







Building	
  the	
  “digital	
  panopticon”





Problem	
  5

Who’s	
  liable?



Liability	
  and	
  algorithms:	
  open	
  fronts

• Since	
  the	
  p2p	
  copyright	
  saga,	
  we	
  learnt	
  that	
  algorithms	
  can	
  be	
  used	
  
to	
  distance	
  tortfeasors from	
  liability

• The	
  debate	
  is	
  now	
  extended	
  to	
  antitrust	
  (dominance	
  and	
  collusion)

• Time	
  for	
  strict	
  liability?
• We	
  don’t	
  know	
  what	
  we	
  will	
  know	
  …
• Difficult	
  to	
  establish	
  causation,	
  even	
  without	
  having	
  to	
  prove	
  negligence
• Key	
  problems:	
  distributed	
  responsibility	
  and	
  clash	
  of	
  algorithms
• Process-­‐based	
  or	
  outcome-­‐based?	
  



Robots:	
  animals	
  or	
  slaves?

• Option	
  1:	
  individual	
  legal	
  entities	
  (e.g.	
  European	
  Parliament	
  
report	
  on	
  Civil	
  Law	
  Rules	
  for	
  Robotics)

• Option	
  2:	
  Robots	
  =	
  animals	
  (culpa	
  in	
  vigilando)

• Option	
  3:	
  Robots	
  =	
  slaves (culpa	
  in	
  eligendo,	
  and	
  strict	
  liability)

• Option	
  4:	
  Robots	
  like	
  robots?



Interaction	
  between	
  algorithms

Who’s	
  liable?



$23	
  million!!

Who is responsible?



“Flash	
  crash	
  of	
  2.45”

-­‐ 9.2%!	
  

Who is responsible?



Results	
  of	
  the	
  investigation:	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
key	
  take-­‐aways



Who	
  gets	
  to	
  decide?

• Nobody:	
  the	
  trolley	
  problem	
  cannot	
  occur	
  (and	
  we	
  don’t	
  want	
  it	
  to)

• Nobody:	
  the	
  car	
  does	
  not	
  have	
  any	
  instruction

• Government	
  (through	
  regulation)

• The	
  algorithm	
  developer

• The	
  car	
  manufacturer

• The	
  transportation	
  company

• The	
  owner	
  (“ethical	
  knob”)

• The	
  insurer	
  (by	
  price	
  discrimination)







An	
  emerging	
  quagmire

• We	
  can	
  choose	
  to	
  avoid	
  socially	
  unacceptable	
  situations,	
  and	
  pave	
  
the	
  way	
  towards	
  complementarity	
  between	
  humans	
  and	
  robots

• Trade-­‐off	
  between	
  data	
  availability	
  and	
  algorithmic	
  accuracy:	
  
possible	
  race	
  to	
  the	
  bottom?

• Need	
  for	
  accountability	
  of	
  algorithms:	
  co-­‐regulatory	
  solutions,	
  
public	
  auditing,	
  or	
  Distributed	
  Ledger	
  Technologies

• Need	
  for	
  strict	
  and	
  joint	
  and	
  several	
  liability,	
  especially	
  in	
  the	
  case	
  of	
  
algorithmic	
  interaction



Problem Policy challenge/response
1.	
  How	
  did	
  the	
  
car	
  end	
  up	
  there?

-­‐ Avoid	
  delegating	
  life-­‐threatening	
  decisions	
  to	
  machines
-­‐ Preserve	
  human	
  control	
  as	
  a	
  key	
  item	
  in	
  policy	
  shaping	
  

2.	
  What	
  did	
  the	
  
car	
  know?

-­‐ Adopt	
  a	
  clear	
  and	
  predictable	
  data	
  policy	
  for	
  self-­‐driving	
  cars,	
  balancing	
  privacy	
  and	
  efficiency
-­‐ Test	
  the	
  use	
  of	
  privacy-­‐compliant	
  distributed	
  ledgers	
  for	
  automated	
  vehicles
-­‐ Experiment	
  with	
  forms	
  of	
  differential	
  privacy	
  in	
  algorithms	
  to	
  strike	
  the	
  balance	
  between	
  

efficiency	
  and	
  privacy	
  	
  

3.	
  What	
  do	
  we	
  
know	
  about	
  how	
  
the	
  car	
  decided?

-­‐ Clarify	
  the	
  legal	
  framework	
  for	
  algorithmic	
  accountability	
  and	
  transparency
-­‐ Clarify	
  the	
  applicability	
  and	
  scope	
  of	
  the	
  right	
  to	
  explanation	
  under	
  the	
  GDPR
-­‐ Establish	
  an	
  obligation	
  for	
  ex	
  post inspection	
  of	
  automated	
  vehicle	
  ‘black	
  boxes’	
  

4.	
  Better	
  than	
  us,	
  
or	
  like	
  us?

-­‐ Define	
  a	
  set	
  of	
  principles	
  for	
  algorithmic	
  decision-­‐making,	
  including	
  clear	
  criteria	
  for	
  
separating	
  lawful	
  from	
  unlawful	
  discrimination	
  

-­‐ Work	
  on	
  anti-­‐polarisation	
  strategies	
  to	
  avoid	
  the	
  AI-­‐powered	
  exacerbation	
  of	
  existing	
  biases	
  

5.	
  Who’s	
  liable? -­‐ Define	
  strict	
  liability	
  principles	
  for	
  algorithm-­‐powered	
  decision-­‐making
-­‐ Define	
  legal	
  rules	
  for	
  damages	
  caused	
  by	
  the	
  interaction	
  between	
  algorithms



And	
  what	
  about	
  the	
  Trolley	
  Problem?

Not	
  today…
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